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Executive Summary

This is the first report of the independent fair lending Monitor regarding Upstart Network’s (“Upstart”) lending model. Upstart is a lending platform that relies on Machine Learning-based Artificial Intelligence (“ML” and “AI”) models and non-traditional applicant data—including data related to borrowers’ higher education—to underwrite and price consumer loans. The NAACP Legal Defense Fund (“LDF”) is an organization dedicated to furthering racial justice and the Student Borrower Protection Center (“SBPC”) is focused on protecting the rights of student borrowers. In 2020, LDF and the SBPC raised concerns with Upstart that the use of educational criteria can lead to discriminatory lending outcomes, particularly for communities of color.

Against this background, in December 2020, Upstart, LDF, and the SBPC agreed to appoint Relman Colfax, PLLC, as an independent fair lending Monitor to evaluate and make recommendations regarding the fair lending implications of Upstart’s lending platform, and to issue a series of reports on its findings and recommendations. This Initial Report is the first such report. Future periodic reports will address fair lending tests conducted and recommendations specific to Upstart’s model. This Initial Report, in contrast, is largely descriptive and takes no position on the parties’ claims to date. Instead, this Report provides legal and historical background as context for this Monitoring engagement, including a summary of legal principles and fair lending testing, the evolution of Upstart’s lending program and model, Upstart’s receipt of no-action letters from the Consumer Financial Protection Bureau (“CFPB” or the “Bureau”), and studies and communications from the SBPC, LDF, and members of Congress.

Following conversations with LDF and the SBPC, Upstart changed how it utilizes educational data, including eliminating the use of average incoming SAT and ACT scores to group education institutions in its underwriting model. Upstart also established a “normalization” process for Minority Serving Institutions (“MSIs”), in an effort to ensure that students from MSIs and from non-MSIs are treated, on average, equally. Upstart emphasizes that, to date, its internal fair lending analyses (including those shared with the Bureau) have not identified fair lending violations. The fair lending testing done pursuant to this Monitorship will be of Upstart’s model following adoption of these changes.

For decades, antidiscrimination laws such as the Equal Credit Opportunity Act (“ECOA”) and the Fair Housing Act (“FHA”) have prohibited creditors from discriminating against consumers on the basis of characteristics such as race, national origin, religion, sex, and age. As the lending landscape has evolved, these laws have proven essential to ensure that consumers are treated fairly and that, to the greatest extent possible, structural inequalities and racism are eliminated from the lending system. This ambitious goal has not been achieved. Stark disparities exist across lending markets in everything from approval rates and pricing to the availability of safe credit products and services. At the same time, there are reasons to be optimistic. Regulators, policymakers, advocates, and many market participants are invested in improving equitable access to safe credit products. Increased automation across both consumer and small
business credit markets has lessened the reliance on discretionary or judgmental decision-making, reducing the opportunities for underwriters and loan officers to directly inject animus or bias into individual credit decisions. The use of new sources of applicant data for underwriting and pricing provides an opportunity to help address the credit “Catch-22”: because prior credit history is so heavily weighted in credit determinations, it can be difficult to access traditional credit markets for those without such history.\(^1\) Particularly in combination with some of these new data sources, many observers argue that sophisticated AI/ML algorithms may prove better at predicting the credit risk and optimal loan pricing for applicants who historically would have been excluded from traditional credit markets and left to pursue riskier, costlier, or predatory loan alternatives.

No market innovation should be uncritically embraced, and these developments raise new fair lending risks. The same algorithms that reduce dependence on individual discretion involve reliance on facially-neutral criteria that can imbed and replicate years of historical discrimination and racism, risking heightening barriers and widening inequities in credit markets. The opacity of automated credit decision-making means that where discrimination is occurring, it can be harder for consumers to detect, and therefore harder to challenge. The sheer number of variables used in some AI/ML algorithms increases the risk that variables that proxy for protected class status will be included, and even absent proxies, facially neutral models can exacerbate disparate impact adverse to historically disadvantaged groups. Even where there is reason to believe that particular innovations will have both consumer- and business-friendly benefits, they can have unintended consequences and must be implemented and monitored carefully.

Antidiscrimination laws have worked to combat these risks. Disparate impact, for example, prohibits facially-neutral practices (including models) that disproportionately adversely affect members of a protected class if those practices are not necessary to further business needs or if alternative practices exist that would accomplish those needs with fewer disparities. The central tenet of disparate-impact law is that entities should adopt available alternatives that can satisfy their legitimate needs with less discriminatory effect. Disparate-impact law has been critical in reducing credit inequalities. In the case of automated underwriting, for example, it has caused lenders to search for and implement model variations that predict accurately and reduce disparate outcomes.

An important goal of this review by the Monitor is not just to apply these and similar principles to assess Upstart’s underwriting model, but to contribute to the ongoing dialogue about the growing use of AI and alternative data, while deepening our understanding of how to promote equitable access to credit. Upstart, LDF, the SBPC, and the Monitor share the view that with the advent of these innovations, it is increasingly important that lenders take steps to ensure equitable access to responsible credit and avoid the unnecessary perpetuation of discrimination, segregation, and inequality.

A. Fair Lending, Alternative Data, and Alternative Algorithms

Antidiscrimination laws such as the Equal Credit Opportunity Act (“ECOA”) and the Fair Housing Act (“FHA”) prohibit creditors from discriminating against consumers on the basis of characteristics such as race, national origin, religion, sex, and age. These laws prohibit intentional and overt discrimination, sometimes called “disparate treatment,” as well as an unintentional type of discrimination called “disparate impact.” For years, lenders have understood that these theories apply to their underwriting and pricing models and have developed fair lending evaluations and methodologies to address these risks. At the same time, recent innovations—such as reliance on non-traditional credit criteria and the use of sophisticated AI/ML techniques—have spurred the development of new fair lending testing methodologies and alternative optimal model discovery approaches, while creating new fair lending risks. This section introduces these concepts. It is not intended to serve as a comprehensive discussion of any of these topics. Rather, it is primarily descriptive and lays the foundation for future work related to this review by the Monitor.

1. Legal Background

ECOA, originally passed in 1974, is the primary federal legislation prohibiting lending discrimination. ECOA makes it unlawful for a creditor to discriminate against an applicant in “any aspect of a credit transaction” on the basis of certain protected characteristics, including race, color, religion, national origin, sex, age, or receipt of income from a public assistance program.\(^2\) In addition to ECOA, residential real-estate related loans are also subject to the FHA, which prohibits discrimination based on race, color, national origin, religion, sex, disability, or familial status (meaning the presence in the household of a child under the age of 18).\(^3\) The FHA covers second mortgages and home equity lines of credit in addition to standard purchase loans. These laws prohibit a lender, because of a prohibited factor, from refusing to extend credit or using different standards for determining whether to extend credit, varying the terms of credit offered—including the amount, interest rate, duration, or type of loan—or otherwise treating prospective applicants, applicants, and borrowers differently on the basis of a protected characteristic.

The antidiscrimination protections in both laws are broad, encompassing multiple forms of discrimination and discriminatory practices. Most significantly, both ECOA and the FHA prohibit explicit differential treatment or intentional discrimination (known as “disparate treatment”), as well as more subtle forms of discrimination that occur without any intent to


\(^3\) 42 U.S.C. § 3605.
discriminate (known as “disparate impact”). Although disparate treatment discrimination often involves animus or the specific intent to harm or disadvantage members the protected group, such animus is not required. A policy or practice which, on its face, treats people differently based on protected class counts as disparate treatment discrimination, even if the policy was adopted with benign intentions.

Policies or practices which do not, on their face, differentiate based on protected class can nevertheless be illegal as a form of disparate impact discrimination. Under disparate impact, a policy or practice that is neutral on its face but disproportionately disadvantages a protected class is illegal if it either does not serve a legitimate business justification, or the legitimate justification can be served in some alternative way that results in less disadvantage to the protected class. There are three steps involved in determining whether a policy has an unlawful disparate impact:

**Step 1**: The first step is to determine whether the policy or practice disproportionately affects or disadvantages a protected class. Frequently, this is done through a quantitative analysis of the outcomes of the policy or practice.

**Step 2**: If the policy or practice does have a disproportionate effect on a protected class, the next step is to identify whether there is a legitimate business interest served by the policy. In the credit context, for example, identifying applicants who would be likely to repay the loan for which they have applied would be a legitimate business interest. If the policy or practice does not serve a legitimate business interest, it is illegal, and the inquiry ends.

**Step 3**: If the policy or practice does serve a legitimate interest, the third and final step is to determine whether there is a reasonable alternate practice or policy that would serve the same end while reducing the disproportionate impact on protected class members. If there is such a less discriminatory alternative that still fulfills the legitimate business justification, it would be unlawful to use the original policy or practice rather than adopting the alternative.

Importantly, this disparate impact framework, including the legitimate justification and less discriminatory alternative requirements, only applies in the absence of disparate treatment. A

---


policy or practice that treats people differently based on protected class status, or a close proxy for protected class status, may be unlawful without regard to whether there is a business justification.

2. Fair Lending Testing

Lenders have been on notice for decades that these principles, including disparate impact, apply to their lending and housing-related activities, and that federal regulatory and enforcement agencies may apply disparate impact analyses in their examinations and investigations under both the FHA and ECOA.\(^6\) Accordingly, certain underlying legal principals are well-defined and, while the agencies charged with implementing these laws and regulating financial institutions have not mandated precise methodologies for fair lending testing credit models, many lenders have well-established systems for doing so. Various techniques are used, and a comprehensive survey of methodologies is beyond the scope of this Initial Report. But as a general matter, these methodologies are designed to align with traditional principles gleaned from antidiscrimination jurisprudence, tailored to the specific credit circumstances at play.\(^7\) At a high level, such analyses often include: (1) ensuring that models do not include protected classes or close proxies for protected classes, for example as segmentations or variables; and (2) assessing whether a facially-neutral model is likely to disproportionately lead to negative outcomes for a protected class, and if such negative impacts exist, ensuring the model serves legitimate business needs and evaluating whether changes to the model—for example removal or substitution of variables—would result in less of a disparate effect while maintaining model performance.\(^8\)

Any statistical fair lending analysis requires an awareness of consumers’ likely protected class status. Age or date of birth of applicants is often available from loan files. In the mortgage context, certain protected class information is collected about applicants to satisfy legal requirements.\(^9\) Outside the mortgage context, creditors usually do not have information about the race, national origin, or sex of consumers, and therefore estimation techniques are required. One

\(^7\) There is currently a robust discussion among academics, researchers, advocates, and others on “fairness” and models, across a range of uses and markets—including contexts where disparate impact is not a basis for liability. See, e.g., Deborah Hellman, “Measuring Algorithmic Fairness,” 106 Va. L. Rev. 811, 825-27 (2020) (contrasting measures of fairness). The choice of fairness standard is especially important because notions of fairness are frequently irreconcilable. See, e.g., Jon Kleinberg, et al., “Inherent Trade-Offs in the Fair Determination of Risk Scores,” arXiv:1609.05807v2 [cs.LG] (Nov. 17, 2016) (demonstrating that three particular conceptions of fairness can only hold simultaneously in narrow circumstances), https://arxiv.org/pdf/1609.05807.pdf. While that conversation is valuable, many “fairness” proposals do not engage or align with the established three-step disparate impact analysis reflected in case law and regulatory materials. This Report describes methodologies commonly used in the financial services sector—the core of which align well with and further existing antidiscrimination jurisprudence and disparate impact principles in the lending space.
common method for estimating race and national origin—which the CFPB has stated it uses—is Bayesian Improved Surname Geocoding ("BISG"), a method that relies on a combination of surnames and geography. Sex is often estimated using first names, based on Social Security Administration data.

With limited explicit exceptions, it is a violation of the ECOA and FHA prohibitions against overt, intentional discrimination to use a protected class as a variable in a credit scoring or pricing model. This is equally true for close proxies. Agencies and courts have not clearly defined what qualifies as a close proxy, but it is often understood to mean a variable whose predictive value is attributable solely or largely to its correlation with a protected characteristic. A common example is local geographic location. Because of stark patterns of residential segregation, any predictive performance contributed by consideration of local geography in a model may be attributable simply to that geography’s correlation with protected status, especially at small area designations. Another example might be language preference. Language preference is highly correlated with national origin and any predictive contribution in a credit model is likely attributable to that correlation.

Entities routinely eliminate variables that identify protected classes and variables that may be close proxies or substitutes for those classes from their models in order to mitigate risk of discriminatory treatment. In addition to qualitative reviews of whether a variable appears likely to serve as a proxy—which in and of itself can be relevant for assessing intentional discrimination—quantitative techniques exist for assessing whether a predictive variable may be acting as a close proxy for a protected characteristic.

Disparate impact risk should be considered separately from whether any variable or variables act as a close proxy in a model; a model may unnecessarily cause a disparate impact.

---

12 See OCC Bull. 97-24, supra note 11, at 9 (“Moreover, factors linked so closely to prohibited basis that they may actually serve as proxies for that basis should not be used to segment the population.”).
13 Id. (noting correlation between “those who speak Spanish as their primary language” and Hispanic national origin, and explaining that a “bank using a separate score card for persons who speak Spanish would be scrutinized by the OCC and may risk legal challenges by applicants”).
and thus raise risk even if no variables in the model are close proxies.\textsuperscript{15} As noted, a common approach for assessing disparate impact asks:

(1) whether a model causes an adverse impact on a protected class;
(2) whether the creditor has identified a legitimate business need for the model or variable; and
(3) whether a less discriminatory alternative exists.

This disparate impact review typically starts after the entity has developed a model that has been optimized for performance and designed consistent with applicable model risk management principles, such as ensuring appropriate use, accuracy, robustness, and the like.\textsuperscript{16} Credit models are also generally designed to qualify as “empirically derived, demonstrably and statistically sound, credit scoring system[s],” as that term is used in Regulation B.\textsuperscript{17}

\textbf{a. Disparate Impact Step 1}

Once a model optimized for performance is developed, predicted outcomes of the model are reviewed to assess whether the model is likely to cause any material adverse impacts on any protected class. This is done by assessing whether each protected class disproportionately ends up with negative outcomes as compared to a control class. For example, if the model is used for underwriting, the evaluation may investigate whether there are disproportionate approval or denial rates. If the model is used for pricing, the evaluation may investigate whether there are disproportionate interest rate differences. Various metrics exist, but one common metric is the adverse impact ratio (“AIR”), which “is equal to the ratio of the proportion of the protected class that receives a favorable outcome and the proportion of the control class that receives a favorable outcome.”\textsuperscript{18} AIR may be appropriate for models generating approval/denial decisions. AIR gained prominence in employment discrimination jurisprudence, and now is commonly used in other antidiscrimination scenarios as well, including financial services.\textsuperscript{19} Another common metric is the standardized mean difference (“SMD”). SMD is often used to assess disparities in model outcomes in two situations. The first is when the decision being made is not discrete, but

\textsuperscript{15} Here, we discuss analysis of purely automated decision models. Models that include some manual or judgmental decisioning include the additional risk that human discretion might introduce additional biases or discrimination.


\textsuperscript{17} 12 C.F.R. § 1002.2(p).

\textsuperscript{18} Navdeep Gill, Patrick Hall, Kim Montgomery, and Nicholas Schmidt, “A Responsible Machine Learning Workflow with Focus on Interpretable Models, Post-hoc Explanation, and Discrimination Testing,” at 5 (2020), https://www.blalrllc.com/publications/20200229_A_Responsible_Machine_Learning_Workflow.pdf; see also 29 C.F.R. § 1607.3 (describing adverse impact test for assessing employee selection procedures under Title VII); 29 C.F.R. § 1607.16 (defining “adverse impact” as a “substantially different rate of selection in hiring, promotion or other employment decision which works to the disadvantage of” a protected class).

\textsuperscript{19} The CFPB has identified other metrics for evaluating potential disparities in underwriting denial rates, including marginal effects and odds ratios. CFPB Supervisory Highlights, Issue 9, at 27 (Fall 2015), https://files.consumerfinance.gov/f/201510_cfpb_supervisory-highlights.pdf.
rather is a choice from a numerical range, such as an interest rate or a credit line assignment (as compared to a discrete decision, like approve/deny). The second is when the decision is based on the model output in combination with other factors.\textsuperscript{20} The SMD is equal to the difference in the average protected class outcome, minus the control class outcome, divided by a measure of the standard deviation of the outcome across the overall population.\textsuperscript{21}

These methods for assessing disparities align with principles from antidiscrimination case law, which instruct that the first step of the disparate impact analysis should be based on outcome disparities, comparing, for example, disparities in representation of the protected class in the total relevant pool (\textit{e.g.}, all applicants) with their representation in the affected pool (\textit{e.g.}, accepted applicants).\textsuperscript{22} For reviews of automated models, these disparities are generally assessed without controls. That is, the disparities are measured based on the predicted outcome of the model for all protected class members compared to all control group members, without any attempt to compare outcomes of “similarly situated” protected and control group members. In other fair lending analyses—such as analyses of processes that include elements of discretion—controlling for legitimate creditworthiness criteria can help identify whether the borrowers being compared are similarly situated and hence whether disparities are being driven by legitimate factors, instead of by incidents of bias or intentional discrimination in discretionary components.

In a review of a fully automated model, however, controlling for certain criteria at this stage can unnecessarily mask the disparate impact of the model and the need to search for potential less discriminatory alternatives (\textit{e.g.}, even if a risk score is business justified, an alternative risk score may be as effective but have less disparate impact). As discussed in the next Section of this Report, traditional and commonly used credit criteria can (and often do) cause disparate impacts; controlling for these criteria can inappropriately and incorrectly assume they are justified and no less discriminatory alternatives exist.

b. \textit{Disparate Impact Step 2}

If there are meaningful disparities adverse to a protected class, the entity should identify a legitimate business need for the model and variables. In the credit context, a model or variable is often considered to advance a valid business justification if it is predictive of a valid outcome—\textit{for example}, a variable is predictive of loan performance (and its predictive relationship is not simply because it is a proxy for protected class status) or a model meets a minimum standard of accuracy for predicting default.

\textsuperscript{20} Gill, Hall, Montgomery, and Schmidt, \textit{supra} note 18, at 5.
\textsuperscript{21} Id.
This stage might also include an assessment of whether the model or variable meets that business justification within protected class groups. Failure to perform effectively for certain protected class groups is a sign that the model or variable might be biased against a protected class or functioning as a proxy, suggesting it may not meet the legitimate business need requirement or, in certain circumstances, may raise disparate treatment concerns. In other words, whether a model predicts risk differently for different protected class groups—a form of model “bias” that is sometimes referred to as “differential validity”—can be a key indicator of fair lending risk. Those concerns are acute if a model causes disparate impact for a protected class and is also biased against that protected class. Importantly, though, confirming that a model does not raise bias or differential validity concerns is insufficient, standing alone, to conclude that the model does not raise disparate impact risk. As noted, under disparate impact jurisprudence, the first step in the disparate impact test is a comparison of disparities in representation of the protected class with their representation in the affected pool. Such disparities can (and often do) exist even in models that do not raise bias or differential validity concerns. A model may be reasonably accurate for different protected groups, and yet still cause disparities at step 1 of the disparate impact test. Accordingly, there may be disparate impact concerns if such disparities exist and viable less discriminatory alternatives are available, regardless of the absence of bias or differential validity in the model.

c. Disparate Impact Step 3

Assuming valid business justification(s), the review turns to the third step in the traditional disparate impact framework: whether less discriminatory alternatives exist. In the case of traditional statistical models, this identification process has often included a process of adding, dropping, or substituting variables in the model, with the goal of identifying variations of the model that maintain reasonable performance but that have less disparate impact on protected classes. The increased interest in and reliance on AI/ML models has sparked development of more sophisticated methods for identifying less discriminatory alternative models. Moreover, the availability of alternative data can offer additional avenues to explore when looking for less discriminatory alternatives to a model that has disparate impact. The foundation for many of these newer methods for identifying less discriminatory alternatives is akin to that of the traditional methods: using an awareness of the likely effects of a model on protected groups to inform a search for and development of protected-class neutral alternative models that achieve reasonable performance metrics.

Finally, the framework described here is not meant to suggest that this model testing would be sufficient, standing alone, to address fair lending risks. A complete fair lending

23 See Schmidt & Stephens, supra note 8, at 141–142.
24 See id.; Brian Hu Zhang, et al., “Mitigating Unwanted Biases with Adversarial Learning” (2018), https://arxiv.org/abs/1801.07593. A range of techniques for mitigating disparities are proposed in algorithmic fairness literature. Some of these proposals could raise independent fair lending risks, such as the use of different models for different protected classes or the improper use of prohibited bases as predictive variables.
program should go beyond the statistical fair lending testing sketched out here, to also include other important steps such as providing relevant personnel with appropriate fair lending training, conducting careful qualitative and quantitative reviews of credit policies and procedures, analyzing the application and use of the specific model, and maintaining robust compliance and monitoring functions. This Report focuses on statistical model testing since that forms the basis of this Monitorship.

3. Credit Disparities and the Rise of Alternative Data and Alternative Algorithms

a. Disparities in Access to Credit

There is a long history of credit discrimination in the United States, which underlies current disparities in wealth, rates of home and small business ownership, and current access to credit. That history provides the backdrop against which this Monitorship occurs. Mutually-reinforcing systems of discriminatory legal and public policy frameworks and private-sector discrimination have disproportionately excluded communities of color, and Black communities in particular, from access to affordable credit. The inability to obtain mainstream credit has, among other things, limited access to the primary engines of wealth generation for white Americans, such as home- and small business-ownership. Indeed, the net worth of a typical white family today is nearly ten times greater than that of a Black family. These wealth disparities combine with racial segregation and credit discrimination to perpetuate inequalities that further undermine the economic well-being of communities of color.

b. The Thin File Challenge

Credit history is often a primary determinant for whether consumers will be offered credit. Consumers without such history—those that are “credit invisible” or “thin file”—are commonly denied, which limits their ability to develop a history. This phenomenon is the credit “Catch-22,” and it affects a significant number of American consumers. In 2017, the CFPB “estimate[d] that 26 million Americans are ‘credit invisible,’ meaning they have no credit history at all,” and “another 19 million people have credit histories that are too limited or have been inactive for too long to generate a credit score” under the most widely-used credit scoring models. The issue is pressing because it is hard to build a credit history without access to credit in the first place; without access to affordable credit, individuals remain more financially vulnerable and less able to improve their financial circumstances.

Disparities exist both with respect to the populations likely to have credit histories, and with respect to how histories are acquired. There is a high correlation between income and having a credit record: “[a]lmost 30 percent of consumers in low-income neighborhoods are credit invisible and an additional 15 percent have unscored records. These percentages are notably lower in higher-income neighborhoods.” Black and Hispanic Americans are also more likely than white or Asian Americans to be credit invisible or to have unscored records. Moreover, traditional techniques for building strong credit files—for example, “[t]he use of co-borrowers and authorized user account status [are] notably less common in lower-income neighborhoods.” Consumers in lower-income neighborhoods are more likely to acquire credit records from “non-loan items,” like third-party collection accounts or public records.

Many individuals with thin files or who are credit invisible may in fact be good credit risks. The challenge for lenders is how to make underwriting and loan pricing decisions for consumers who do not already have an established credit history. Over the past several years, researchers, lenders, policymakers, and advocates have explored and debated whether two developments in credit underwriting—“alternative data” and “alternative algorithms”—can help address this challenge.

The issue of thin files and credit invisibility is far from the only issue driving continued racial disparities in access to high-quality credit. Indeed, among those consumers who do have enough credit history to generate a credit score, traditional credit scores demonstrate a strong and
persistent disparate impact against people of color. Nevertheless, the racial disparities in credit invisibility are one important piece of the puzzle.

c. *What are Alternative Data?*

“Alternative data” generally describes information that lenders may use for credit decisions but that is “not typically found in the consumer’s credit files of the nationwide consumer reporting agencies or customarily provided by consumers as part of applications for credit.” This definition is imperfect, in part because the types of information typically found in the nationwide consumer reporting agency files are a moving target. Regardless, examples of alternative data include: data regarding payments for utilities, rent, or other recurring payments; cash flow data regarding deposit accounts; and data regarding education, such as information about an individual’s school or degrees.

Regulators and others have argued that, by making underwriting feasible in a broader set of circumstances, alternative data have the potential to expand access to credit. An interagency statement from the Federal Reserve Board, CFPB, FDIC, NCUA, and OCC observed that the “agencies recognize that use of alternative data may improve the speed and accuracy of credit decisions and may help firms evaluate the creditworthiness of consumers who currently may not obtain credit in the mainstream credit system.” “[E]nhanced assessments of repayment capacity,” may, in turn, “enable consumers to obtain additional products and/or more favorable pricing/terms.” Accordingly, market participants, including lenders, consumer reporting agencies, and other market participants, have been particularly focused on leveraging alternative data in ways meant to augment traditional credit information.

At the same time, the use of alternative data raises potential risks, including the introduction of “[i]naccurate or incomplete information,” the creation of new hurdles to improving credit standing, and “the potential for discrimination.”

40 Id.
d. What are Alternative Algorithms?

Alternative algorithms (e.g., ML, Semi-Parametric Methods, Symbolic Regression, Evolutionary Search methods, etc.) in contrast to traditional statistical modeling, refers to a set of methods for constructing predictive models and optimization models from historical data (also referred to as “training data”) without requiring human modelers to explicitly specify relationships among the variables that can be used in the model. Such alternative algorithms can automatically encode complex interactions among input variables and the outcome being predicted.

Commenters have argued that the use of alternative algorithms (and, in particular ML algorithms), like alternative data, “has the potential to expand credit access by enabling lenders to evaluate the creditworthiness of some of the millions of consumers who are unscorable using traditional underwriting techniques.” Here too, a robust debate exists regarding the risks and benefits of using alternative algorithms, including risks regarding explainability, interpretability, model drift, privacy, and discrimination.

e. Fair Lending Implications

As noted, disparities and barriers to access along protected class lines are endemic to existing credit markets. Relevant here, studies have found significant racial disparities in credit scoring, and there is evidence that factors on which traditional scores rely may result in disparities in scores. Some argue that existing credit-scoring systems have a disparate impact on communities of color because they are rooted in our Nation’s history of intentional, and often state-sponsored, discrimination. Importantly, then, fair lending and disparate impact risks exist with respect to traditional data and models; the use of alternative data and models operates against a landscape that produces disparate outcomes, and that landscape could be improved.

---

43 See Schmidt & Stephens, supra note 8, at 133.
44 Id. at 134
48 See, e.g., Rice & Swesnik, supra note 35.
corresponding point is that fair lending testing of credit models should not treat traditional models as grandfathered benchmarks for fairness, immunizing models using alternative data or algorithms from scrutiny simply if the disparities they produce are no worse than those caused by traditional models or variables. To do so would assume away the fair lending implications of traditional models, while failing to properly evaluate the impact of non-traditional approaches.

That said, what effects alternative data and AI/ML will have on discrimination risks cannot be answered in the abstract; it is a context-specific and largely quantitative question. Because alternative data can be used to underwrite and price consumers with a thin file, or no credit history at all, these data have the potential to improve both fair lending and business outcomes. Whether this possibility bears out, however, depends on criteria such as the type of alternative data at issue, how those data are deployed, the type of alternative algorithm used, and characteristics of the likely applicant pool. And many have noted the potential for risks and pitfalls.\(^49\) For example, the use of biased or unrepresentative data could undermine the potential of alternative data to improve fair lending outcomes.\(^50\) Either over- or under-representation of protected class members in a dataset may result in adverse effects.\(^51\) Similarly, if the data on which a model is trained reflect existing discriminatory patterns or biases, the model may perpetuate similar problems.\(^52\) It can also be “difficult to understand how learning algorithms reach the results they do,”\(^53\) including how AI/ML models process variables, which adds to concerns that they may rely on or contribute to protected class disparities in subtle ways, or that they may otherwise unnecessarily perpetuate disparate impacts.\(^54\)

Similarly, fair lending concerns are not resolved solely because a practice increases access to credit. Alternative algorithms and consideration of alternative data elements could result in additional approvals for all groups, but benefit non-Hispanic white men to a greater extent than other protected class members, thus exacerbating disparities. This is a key point:

\(^{49}\) See, e.g., Governor Brainard Speech, supra note 45 (“To harness the promise of machine learning to expand access to credit, especially to underserved consumers and businesses that may lack traditional credit histories, it is important to be keenly alert to potential risks around bias and inequitable outcomes.”).


\(^{51}\) Barocas & Selbst, supra note 42, at 686 (“If a sample includes a disproportionate representation of a particular class (more or less than its actual incidence in the overall population), the results of an analysis of that sample may skew in favor of or against the over- or underrepresented class.”).


increases in access to even safe or favorable credit or financial products can drive persistent inequality—and disparate impact—if distributed unequally.\(^{55}\)

A perceived risk central to this monitoring project is the concern that use of certain information related to higher education may contribute to discriminatory outcomes that disproportionately affect communities of color, including students who attend minority-serving institutions, such as Historically Black Colleges and Universities (“HBCUs”) and Hispanic Serving Institutions (“HSIs”). Educational variables, particularly those that are gathered at the cohort level rather than individually, have been singled out by some regulators and advocates for criticism based on a concern that these variables reflect and could perpetuate societal disparities in educational access. For example, the use of cohort default rate (“CDR”), which measures the average loan default rate for students at a particular school, has been widely seen as problematic from a fair lending perspective. As far back as 2007, Andrew Cuomo, then the New York Attorney General, compared the use of CDRs in lending to mortgage redlining, stating, “[j]ust as lenders in the mortgage industry once made judgments about credit lending in entire neighborhoods as a whole, so too are lenders making generalized judgments about student and parent credit risk based on a student’s ‘school neighborhood.’”\(^{56}\) The CFPB has publicly criticized the use of CDRs in lending as a fair lending concern due to the potential for disparate impact on minority students, and the FDIC entered into a consent order with Sallie Mae in 2014 prohibiting it from continuing to use CDRs, finding it to be an ECOA violation.\(^{57}\) Other cohort-level educational data, such as school attended or major/program of study, have also been noted as possible sources of fair lending risk, given the race, ethnicity, and gender differences between schools, programs, and majors.\(^{58}\)

---

\(^{55}\) As an extreme example, the government programs adopted during the New Deal, such as the Home Owners’ Loan Corporation and the Federal Housing Administration, significantly expanded home buying opportunities for a large number of American households. These programs dramatically reshaped homeownership and wealth opportunities, but infamously did so in an explicitly discriminatory manner, laying the foundation for today’s racial wealth gaps and existing segregation. Although those programs provided some limited number of minority households opportunities that would not have otherwise been available, the consequences of the disparities generated by those programs—with the lion’s share of benefits allocated to white households—dwarf those few opportunities for minority households. See, e.g., Jacob W. Faber, “We Built This: Consequences of New Deal Era Intervention in America’s Racial Geography,” American Sociological Review 85(5), 740 (2020) https://journals.sagepub.com/doi/pdf/10.1177/0003122420948464; Daniel Aaronson, “The Long-run effects of the 1930s HOLC ‘redlining’ maps on place-based measures of economic opportunity and socioeconomic success” (Jan. 2021), https://www.sciencedirect.com/science/article/abs/pii/S0166046220303070?dgcid=rss_sd_all.


If educational data were used in a manner that disadvantaged students at and graduates of HBCUs and HSIs, it would be of particular concern given the significance of those institutions—both historically and contemporarily—to communities of color. HBCUs, for example, have historically played, and continue to play, an outsized role in economic mobility and the cultural identity of Black communities. Despite representing just three percent of four-year colleges and universities in the United States, HBCUs graduate twenty-seven percent of the nation’s Black undergraduate STEM majors and roughly a fourth of Black education majors. HBCU alumni further account for roughly eighty percent of Black judges and fifty percent of Black lawyers and doctors. And they do so despite long histories—continuing to the present day—of undercapitalized endowments, fewer resources, and in the case of public HBCUs, disinvestment and discrimination by state governments.

B. Upstart’s Lending Model and Concerns Leading to this Monitoring Engagement

1. Development of Upstart’s Alternative Data Model

Upstart initially introduced its lending platform in 2014, stating that its goal was to use non-traditional variables and advanced modeling techniques to more effectively underwrite and approve borrowers, particularly those with short credit histories.

Upstart’s minimum credit characteristics included, for applicants without a credit score, the option to qualify based on educational enrollment or attainment such as enrollment in or graduation from an accredited associate’s degree or bachelor’s degree program. In addition, Upstart’s underwriting and pricing model incorporated educational and employment variables, such as school attended, degree attained, and current employment, along with more traditional credit variables. These variables were used to train an AI model via a set of ML algorithms that evaluated these variables individually and in combination with Upstart’s loan performance data to predict an applicant’s credit risk.

Initially, all Upstart loans were originated by one financial institution, Cross River Bank, with applications coming through Upstart’s consumer-facing website and decisioned using Upstart’s underwriting and pricing model, with the underlying loans made available for

---
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63 Upstart’s 2017 NAL application, 1, 3 (hereinafter “2017 NAL Request”).
64 Id. at 1–2.
65 Id. at 4.
66 Id.
investment to accredited investors.\textsuperscript{67} Since then, the business has expanded and Upstart now also partners with a number of other banks and financial institutions to provide the underwriting and backend services for loan applications coming through the bank partner’s own web portals.\textsuperscript{68}

Upstart represents that its technology helps expand access to credit beyond traditional credit scoring techniques. According to Upstart, as of June 2020, 45.5\% of Upstart borrowers were low- and moderate-income individuals.\textsuperscript{69} Upstart also represents that, as of Q4 2019, about 36\% of Upstart borrowers had no college degree and less than 5\% of Upstart borrowers had a credit score that was greater than 750. As explained in the next section, a CFPB blog post from August 2019 discusses additional Upstart representations regarding reported increases in access to affordable credit for certain populations.

2. Upstart’s 2017 No Action Letter and Compliance Plan

In 2017, Upstart submitted an application to the CFPB under the Bureau’s No Action Letter (“NAL”) program. The NAL program, finalized in a policy statement issued in February 2016, permits institutions to apply to the Bureau for a non-binding letter expressing that the agency has no present intention to bring enforcement or supervisory actions against the institution related to the product or service in question. The program was instituted to facilitate innovative financial products or services that are likely to lead to consumer benefits but might otherwise be hindered by legal or regulatory uncertainty.\textsuperscript{70}

At the time of Upstart’s NAL application, it indicated that it had originated over 80,000 loans totaling over $1 billion through its platform, with interest rates ranging from 4\% to 25.9\% and an average loan amount of $12,000.\textsuperscript{71} In its application materials, Upstart represented that it could expand credit access and provide better interest rates to “traditionally underserved borrowers,” such as those with shorter credit histories, including younger borrowers and recent immigrants.\textsuperscript{72}

Upstart’s application described testing it had done to compare outcomes for various groups of consumers under Upstart’s pricing model to outcomes those borrowers could expect under a hypothetical model it designed to imitate more traditional models using typical credit history–based variables.\textsuperscript{73} It reported that using this hypothetical model on a sample of borrowers who had received Upstart loans resulted in an average APR of 23.4\%, compared to the average APR indicated by Upstart’s own model of 16.7\%.\textsuperscript{74} The testing results included in the public application compared how applicants in general fared under the Upstart model as compared to

\textsuperscript{67} Id.  
\textsuperscript{68} Upstart Website (last visited Feb. 25, 2021), https://www.upstart.com/for-banks/.  
\textsuperscript{71} 2017 NAL Request at 4.  
\textsuperscript{72} Id. at 6.  
\textsuperscript{73} Id. at 7–8.  
\textsuperscript{74} Id. at 8.
the traditional model, but did not include any assessments distinguishing between protected class and reference group members or of any alternative models. The public application reported that Upstart had conducted disparate impact testing, which it believed demonstrated that its underwriting and pricing methodology had not resulted in any unlawful disparate impact.\footnote{Id. at 9.} Results of that testing were provided confidentially to the Bureau but were not disclosed in the public application materials.\footnote{Id.}

As part of the initial NAL application, Upstart committed to implementing a compliance plan and providing the Bureau with results of its fair lending testing and providing additional information, including underlying data, upon request.\footnote{Id. at 12.} The compliance plan, which was the result of an agreement reached with Bureau staff, was not made public.

The CFPB granted Upstart’s NAL request on September 14, 2017, indicating that the Bureau had “no present intention” to recommend supervisory or enforcement fair lending action against Upstart related to its automated underwriting model.\footnote{CFPB, Letter Response to 2017 NAL Request (Sept. 14, 2017), https://files.consumerfinance.gov/f/documents/201709_cfpb_upstart-no-action-letter.pdf.} The NAL was effective for a three-year period.

In August 2019, the CFPB issued an update regarding information about the testing results Upstart had conducted as part of its compliance plan.\footnote{Patrice Alexander Ficklin & Paul Watkins, “An update on credit access and the Bureau’s first No-Action Letter” (Aug. 6, 2019), https://www.consumerfinance.gov/about-us/blog/update-credit-access-and-no-action-letter/.} The Bureau shared a summary of results provided by Upstart of Upstart’s access to credit testing, although the Bureau also noted that Upstart’s fair lending testing results “show no disparities that require further fair lending analysis under the compliance plan.”\footnote{Id.} The update stated that Upstart’s access to credit analyses had shown that Upstart’s model approved 27% more applicants than the traditional model, and resulted in 16% lower APRs for approved loans. It also noted that those access to credit analyses had shown similar results “across all tested race, ethnicity, and sex segments,” and that the increase in approval rates varied between 23% and 29% for these segments, while the decrease in average APR varied between 15% and 17%.\footnote{Id.} According to Upstart’s results, “[n]ear prime’ consumers with FICO scores from 620 to 660 [were] approved approximately twice as frequently.”\footnote{Id.} The CFPB did not separately replicate these analyses.\footnote{Id.}
3. SBPC’s “Educational Redlining” Report and Congressional Responses

In February 2020, the SBPC released a report, entitled “Educational Redlining,” examining fair lending issues related to student lending and the refinancing of educational loans. One section of that report focused on SBPC’s concerns that the use of educational data by fintech lenders such as Upstart might disadvantage students and graduates of HBCUs and HSIs.

As part of that inquiry, SBPC presented a case study that explored Upstart’s use of educational institution information. To conduct this case study, SBPC submitted multiple rate requests using Upstart’s online rate quote tool. Each request was submitted on behalf of a 24-year-old New York City resident with a bachelor’s degree, but the rate request submissions varied the college or university from which the applicant had graduated while keeping other inputs such as employment status, income, and savings constant. The report presented the results of three of these requests, representing three different educational institutions: New York University; Howard University, an HBCU; and New Mexico State University, an HSI. In each case the applicant requested a quote for a $30,000 loan to refinance existing student loans.

The report found that the rates and origination fees returned by the Upstart rate quote tool differed between these three schools, with the NYU graduate paying $1,724 less than the New Mexico State graduate, and $3,499 less than the Howard graduate, over the life of the loan. SBPC indicated that although it was highlighting these three institutions, the “findings were consistent across hypotheticals.” Based on these results, SBPC concluded that, according to Upstart’s own data, otherwise similarly-situated applicants who had attended these minority-serving institutions were charged more because of their choice of school.

Upstart publicly responded to the SBPC report. First, Upstart noted that the rate quotes, of which there were 26 in total, were submitted using the same individual’s credit report over a two-and-a-half-month period. Upstart’s response stated that both the Upstart model and the individual’s credit report had changed during this time, and that these changes were responsible for about half of the pricing differences noted in the SBPC study. Second, it indicated that the hypothetical Howard graduate had received a better rate than approximately half of the 26 hypothetical applicants. The response also stated that the Upstart model contains over 1,500 variables or factors, such that in the real world no two applicants would match on so many variables.

---
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90 The response did not provide any further information about how the hypothetical New Mexico State University graduate fared in comparison to the other hypothetical applicants tested.
The SBPC, for its part, contends that any relevant changes in credit score did not take place during the period applicable to the report, and do not change the nature of its findings.\(^{91}\)

Shortly after the SBPC study was released, Democratic members of the Senate Committee on Banking, Housing, and Urban Affairs sent letters to Upstart and other lenders and service providers utilizing education-related data for lending purposes.\(^{92}\) The letters expressed concern about the use of non-individualized education factors, which they noted the CFPB, the FDIC, and the New York Attorney General’s Office had all found could, in at least some circumstances, result in ECOA violations.

In its response to the Senate letter, Upstart indicated that its model did not incorporate the specific educational institution attended, but rather grouped schools into categories, at that time based on the institution’s average incoming standardized test scores (such as SAT or ACT), and incorporated the category as a variable.\(^{93}\) The letter also noted that traditional credit scores disproportionately classify Black and Hispanic borrowers into the lowest deciles of credit scores, and argued that Upstart’s model helps address biases in traditional lending models by expanding access to credit.\(^{94}\)

In July 2020, Democratic Committee members released a report assessing the responses received from Upstart and the other industry participants.\(^{95}\) In particular, the report expressed concern with practices identified in the industry responses that it concluded “create significant risk of unlawful discrimination in violation of federal fair lending laws.”\(^{96}\) The report specifically identified Upstart’s use of the school an applicant had attended and found problematic the use of non-individualized cohort-level educational data. Committee members forwarded this report to the CFPB along with a request that the CFPB take action to address the concerns.

---

\(^{91}\) The Monitor does not take any position on the SBPC’s study or the parties’ differing conclusions about its findings. The methodology used in the SBPC report is not the same fair lending methodology that will be used by the Monitor when conducting fair lending testing with more complete access to Upstart’s model and underlying data.


\(^{94}\) Id.


C. LDF & SBPC Engagement with Upstart

Around this time, Upstart, the SBPC, and LDF engaged in conversations regarding SBPC and LDF’s concerns about Upstart’s use of cohort-level educational data, which ultimately lead to this monitoring engagement.\(^97\) In July 2020, the two organizations wrote to Upstart stating that their further investigation, including a review of the responses to the congressional inquiry, had indicated that “the way in which Upstart uses education data in determining an applicant’s creditworthiness causes an unjustified disparate impact on Black borrowers.”\(^98\) In particular, the organizations expressed concern with Upstart’s practice—described in its responses to the Senators’ request for information—of sorting roughly 2,700 schools into eight tranches “primarily” based on average standardized test results of incoming students, and then using the tranche to which an applicant’s school belonged as a variable in its underwriting model.\(^99\) The letter noted that “a wealth of social science research reveals racial disparities in scores on standardized tests” that are unrelated to any differences in academic merit—and that test scores have virtually no relationship with outcome measures such as grade point average, graduation rate, or postgraduate performance.\(^100\) Given these racial disparities, the organizations noted their strong concern that Upstart’s use of cohort-level standardized test data imported the disparate impact of these tests into the lending context—a concern that appeared to correlate with Upstart’s statements to the Senators confirming that over 95% of HBCUs fell into the bottom half of Upstart’s rankings.\(^101\)

D. Changes to the Upstart Underwriting Model

In responses to those conversations, as well as the congressional inquiry, Upstart made certain changes to how its underwriting model utilized educational data. Most notably, it abolished the use of average incoming SAT and ACT scores to group education institutions in its underwriting model. While Upstart’s model continues to incorporate information about the educational institution attended, it switched to grouping schools based on average post-graduation income.\(^102\)

---
\(^98\) Id. at 1.
\(^99\) Id. at 1–2.
\(^101\) Chandran & Frotman, supra note 97, at 4.
\(^102\) Upstart presentation to SBPC and LDF, August 12, 2020 (on file with Monitor).
Upstart also established a “normalization” process for “Minority Serving Institutions” ("MSIs")—which Upstart defines as schools where 80 percent or more of the student body are members of the same racial demographic group.\(^{103}\) Under that process, Upstart normalized MSIs as a group to have equal graduate incomes as non-MSIs by calculating and using the distance, as a percentage, between a school’s graduate incomes and its respective school group average (i.e., MSIs, non-MSIs). This process results in MSIs and non-MSIs being on average equal. Put another way, above average MSIs (in terms of graduate income) are treated above average overall by as much as they are above the MSI average. Any decisioning, including tranching, is then performed on this normalized information.

These changes are in place now and the fair lending testing conducted pursuant to this Monitorship will be of Upstart’s platform with these changes incorporated. Upstart emphasizes that it voluntarily adopted these changes and that none of Upstart’s fair lending tests—which are reported to the CFPB—have identified unlawful bias against any protected class, including any racial group.

E. Upstart’s 2020 No Action Letter and Model Risk Assessment Plan

In 2020, following an extension of its original NAL (and changes by the Bureau to its No-Action Letter Policy), Upstart received a second No-Action Letter from the CFPB.\(^{104}\) Upstart’s application expressed an intent to “expand its reporting obligation to the Bureau and engage in additional fair lending testing.”\(^{105}\) The NAL was conditioned on Upstart’s implementation of a Model Risk Assessment Plan, which, among other things, requires Upstart to provide the Bureau with model documentation; test its model and variables or groups of variables for adverse impact and predictive accuracy by group; report results to the Bureau; and research approaches that may produce less discriminatory alternative models that meet legitimate business needs.\(^{106}\) The renewed 2020 No-Action Letter extends through November 2023.\(^{107}\)

---

\(^{103}\) Upstart’s definition is not the same as federal definitions of “minority-serving institution.” Seven categories of MSIs are defined in federal law. See 20 U.S.C. § 1067q(a). One is HBCUs (referred to as “part B institutions”), which are historically Black colleges or universities established prior to 1964, whose “principal mission was, and is, the education of Black Americans” and that are properly accredited. 20 U.S.C. § 1061(2). Another category is Hispanic-serving institutions, which are eligible institutions with enrollments that are at least 25% Hispanic students. 20 U.S.C. § 1101a(a)(5). Other categories include: Tribal College or University, Alaska Native- or Native Hawaiian-serving institution, Predominantly Black Institution, Asian American and Native American Pacific Islander-serving institution, and Native American-serving nontribal institution. 20 U.S.C. § 1067q(a). According to Upstart, it used its MSI definition because the relatively low thresholds for certain categories under the statutory definitions would have resulted in the inclusion of too many institutions being normalized; for example, many of the University of California schools would qualify as HSIs and/or AANPIs. Upstart represents that over 400 schools qualify as MSIs under its definition.


\(^{105}\) Id. at 1.

\(^{106}\) Id. at 3.

\(^{107}\) Id. at 2.
F. The Parties’ Agreement to Appoint an Independent Monitor

On December 1, 2020, LDF, Upstart, and the SBPC entered into an agreement under which Relman Colfax would act as a neutral, independent, third-party Monitor charged with conducting ongoing fair lending testing of Upstart’s platform, including, but not limited to, Upstart’s use of educational variables. As Monitor, our task is to assess the lending outcomes from Upstart’s underwriting model to determine if the model causes or results in an adverse impact on any protected class and, if so, whether there are less discriminatory alternative practices that maintain the model’s predictiveness. In our capacity as Monitor, we have engaged Sentrana, led by Syeed Mansur, to serve as a consultant to assist with these analyses. Sentrana is a leading firm in the field of automation systems that rely on advanced analytics and artificial intelligence. We have also engaged Bernard Siskin, of BLDS, to serve as a statistical consultant. Dr. Siskin is a leading expert on the use of statistical analyses to measure discrimination in the financial services industry.

As Monitor, we are also charged with preparing and making public certain reports. This Initial Report is the first such report. We are responsible for preparing quarterly reports for the parties detailing the tests we conduct as part of this review and the results of those tests; any trends or changes observed from prior reports; recommendations for any less discriminatory alternatives that maintain the model’s predictiveness and meet other legitimate business needs; and whether Upstart appropriately addressed prior recommendations. A public version of each quarterly report will summarize the general findings of the report, best practices identified, and any aspects of the model that raise particular fair lending concerns or implicate novel insights on educational equity that serve the public interest. Upstart has agreed to adopt, implement, and maintain for the term of the agreement the recommendations in each periodic report.

Periodic Reports will be published as follows:

April 14, 2021: Initial Report (this Report)

October 14, 2021: Periodic Report 1

February 14, 2022: Periodic Report 2

June 15, 2022: Periodic Report 3

October 14, 2022: Periodic Report 4

February 15, 2023: Periodic Report 5

June 14, 2023: Periodic Report 6

October 16, 2023: Periodic Report 7